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Abstract

Program termination verification is a challenging research subject of significant practical impor-
tance. While there is already a rich body of literature on this subject, it is still undeniably a difficult
task to design a termination checker for a realistic programming language that supports general
recursion. In this paper, we present an approach to program termination verification that makes use
of a form of dependent types developed in Dependent ML (DML), demonstrating a novel application
of such dependent types to establishing a liveness property. We design a type system that enables
the programmer to supply metrics for verifying program termination and prove that every well-typed
program in this type system is terminating. We also provide realistic examples, which are all verified
in a prototype implementation, to support the effectiveness of our approach to program termination
verification as well as its unobtrusiveness to programming. The main contribution of the paper
lies in the design of an approach to program termination verification that smoothly combines types
with metrics, yielding a type system capable of guaranteeing program termination that supports a
general form of recursion (including mutual recursion), higher-order functions, algebraic datatypes,
and polymorphism.

1 Introduction

Programming is notoriously error-prone. As a consequence, a great number of approaches have been
developed to facilitate program error detection. In practice, the programmer often knows certain
program properties that must hold in a correct implementation; it is therefore an indication of program
errors if the actual implementation violates some of these properties. For instance, various type systems
have been designed to detect program errors that cause violations of the supported type disciplines.
It is common in practice that the programmer often knows for some reasons that a particular pro-
gram should terminate if implemented correctly. This immediately implies that a termination checker
can be of great value for detecting program errors that cause nonterminating program execution. How-
ever, termination checking in a realistic programming language that supports general recursion is often
prohibitively expensive given that (a) program termination in such a language is in general undecidable,
(b) termination checking often requires interactive theorem proving that can be too involved for the
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programmer, (c¢) a minor change in a program can readily demand a renewed effort in termination
checking, and (d) a large number of changes are likely to be made in a program development cycle. In
order to design a termination checker for practical use, these issues must be properly addressed.

There is already a rich body of literature on termination verification. Most approaches to auto-
mated termination proofs for either programs or term rewriting systems (TRSs) use various heuris-
tics, some of which can be highly involved, to synthesize well-founded orderings (e.g., various path
orderings (Dershowitz ), polynomial interpretation (BenCherifa and Lescanne ), etc.). While these
approaches are mainly developed for first-order languages, some work in higher-order settings can also
be found (e.g., (Jouannaud and Rubio )). When a program that should be terminating if implemented
correctly, cannot be proved terminating, it is often difficult for the programmer to determine whether
this is caused by a program error or by a limitation of the heuristics involved. Therefore, such auto-
mated approaches are likely to offer little help in detecting program errors that cause nonterminating
program execution. In addition, automated approaches often have difficulty handling realistic (not
necessarily large) programs.

The programmer can also prove program termination in various (interactive) theorem proving sys-
tems such as NuPrl (Constable et al. ), Coq (Dowek et al. ), Isabelle (Paulson ) and PVS (Owre et al. ).
This is a viable practice and various successes have been reported. However, the main problem with this
practice is that the programmer may often need to spend too much time on proving the termination of
a program compared with the time spent on simply implementing the program. In addition, a renewed
effort may be required each time when some changes, which are likely in a program development cycle,
are made to the program. Therefore, the programmer can often feel hesitant to adopt (interactive)
theorem proving for detecting program errors in general programming.

We are primarily interested in finding a middle ground. In particular, we are interested in forming a
mechanism in a programming language that allows the programmer to provide key information needed
for establishing program termination and then automatically verifies that the provided information
indeed suffices. An analogy would be like a theorem prover that allows the user to provide induc-
tion hypotheses in inductive theorem proving and then proves theorems with the provided induction
hypotheses. Clearly, the challenging question is how such key information for establishing program
termination can be formalized and then expressed. The main contribution of this paper lies in our
attempt to address the question by presenting a design that allows the programmer to provide through
dependent types such key information in a (relatively) simple and clean manner.

It is common in practice to prove the termination of recursive functions with metrics. Roughly
speaking, we attach a metric in a well-founded ordering to a recursive function and verify that the
metric is always strictly decreasing when a recursive function call is made. In this paper, we present
an approach that uses the dependent types developed in DML (Xi and Pfenning ; Xi ), where general
recursion is allowed, to carry metrics for proving program termination. We form a type system in
which metrics can be encoded into types and prove that every well-typed program is terminating. It
should be emphasized that we are not here advocating the design of a programming language in which
only terminating programs can be written. Instead, we are interested in designing a mechanism in a
programming language, which, if the programmer chooses to use it, can facilitate program termination
verification. This is to be manifested in that the type system we form can be smoothly embedded
into the type system of DML. In the current prototype implementation of DML, the termination of a
function is verified only if the programmer indicates so (with some special syntax). More explanation
can be found in Section 5.2. We now illustrate the basic idea with a concrete example before going into
further details.

In Figure 1, an implementation of the Ackermann function is given. The withtype clause is a



fun ack m n =
if m = 0 then n+1
else if n = 0 then ack (m-1) 1
else ack (m-1) (ack m (n-1))
withtype
{i:nat,j:nat} <i,j> => int(i) -> int(j) -> [k:nat] int(k)

Figure 1: An implementation of the Ackermann function

type annotation, which states that for natural numbers i and j, this function takes an argument of
type int(i) and another argument of type int(j), and returns a natural number as a result. Note
that we have refined the usual integer type int into infinitely many singleton types int(a) for a =
0,1,—1,2,—2,... such that int(a) is precisely the type for integer expressions with value equal to a.
We write {i:nat,j:nat} for universally quantifying over index variables i and j of sort nat, that is,
the sort for index expressions with values being natural numbers. Also, we write [k:nat] int (k) for
Yk : nat.int(k), which represents the sum of all types int(k) for £ = 0,1,2,.... The novelty here is
the pair (7, j) in the type annotation, which indicates that this is the metric to be used for termination
checking. We now informally explain how termination checking is performed in this case: assume that ¢
and j are two natural numbers and m and n have types int (i) and int(j), respectively, and attach the
metric (i, j) to ack m n; note that there are three recursive function calls to ack in the body of ack; we
attach the metric (i—1, 1) to the first ack since m—1 and 1 have types int(i—1) and int(1), respectively;
similarly, we attach the metric (i — 1,k) to the second ack, where k is assumed to be some natural
number, and the metric (i, — 1) to the third ack; it is obvious that (i —1,1) < (i, 7), (i — 1, k) < (i, 7)
and (i,j — 1) < (i,7) hold, where < is the usual lexicographic ordering on pairs of natural numbers; we
thus claim that the function ack is terminating (by a theorem proved in this paper). Note that although
this is a simple example, its termination cannot be proved with (lexicographic) structural ordering (as
the semantic meaning of both addition + and subtraction — is needed, which is captured by the type
system in our case).!

More realistic examples are to be presented in Section 5.1, involving dependent datatypes (Xi
), mutual recursion, higher-order functions and polymorphism. The reader may read some of these
examples before studying the sections on technical development so as to get a feel as to what can
actually be handled by our approach.

Combining metrics with the dependent types in DML poses a number of theoretical and pragmatic
questions. We briefly outline our results and design choices.

The first question that arises is to decide what metrics we should support. Clearly, the variety of
metrics for establishing program termination is endless in practice. In this paper, we only consider
metrics that are tuples of index expressions of sort mat and use the usual lexicographic ordering to
compare metrics. The main reasons for this decision are that (a) such metrics are commonly used in
practice to establish termination proofs for a large variety of programs and (b) constraints generated
from comparing such metrics can be readily handled by the constraint solver already built for type-
checking DML programs. Note that the usual structural ordering on first-order terms can be obtained
by attaching to the term the number of constructors in the term, which can be readily accomplished

!There is an implementation of the Ackermann function that involves only primitive recursion (of higher types) and
can thus be easily proved terminating, but the point we drive here is that this particular implementation can be proved
terminating with our approach.



by using the dependent datatype mechanism in DML. However, we are currently unable to capture
structural ordering on higher-order terms.

The second question is about establishing the soundness of our approach, that is, proving every well-
typed program in the type system we design is terminating. Though the idea mentioned in the example
of the Ackermann function seems intuitive, this task is far from being trivial because of the presence
of higher-order functions. The reader may take a look at the higher-order example in Section 5.1
to understand this point. We seek a method that can be readily adapted to handle various common
programming features when they are added, including mutual recursion, datatypes, polymorphism, etc.
This naturally leads us to the reducibility method (Tait ). We are to form a notion of reducibility for
the dependent types extended with metrics, in which the novelty lies in combining the usual notion
of reducibility with metrics. This formation, which makes it suitable to handle general recursion,
constitutes the main technical contribution of the paper.

The third question is about integrating our termination checking mechanism with DML. In practice,
it is common to encounter a case where the termination of a function f depends on the termination
of another function g, whose termination, unfortunately, is not proved for various reasons, e.g., it is
beyond the reach of the adopted mechanism for termination checking or the programmer is simply
unwilling to spend the effort proving it. Our approach is designed in a way that allows the programmer
to provide a metric in this case for verifying the termination of f conditional on the termination of g,
which can still be of great use for detecting program errors.

The presented work builds upon our previous work on the use of dependent types in practical
programming (Xi and Pfenning ; Xi ). While the work has its roots in DML, it is largely unclear, a
priori, how dependent types in DML can be used for establishing program termination. We thus believe
that it is a significant effort to actually design a type system that combines types with metrics and
then prove that the type system guarantees program termination. This effort is further strengthened
with a prototype implementation and a variety of verified examples.

The rest of the paper is organized as follows. We form a language MLgI’E in Section 2, which
essentially extends the simply typed call-by-value A-calculus with a form of dependent types, developed
in DML, and recursion. We then extend MLgl’E to MLOHé in Section 3, combining metrics with types,

and prove that every well-typed program in MLE{’E is terminating. In Section 4, we enrich MLE{’E with
some significant programming features such as datatypes, mutual recursion and polymorphism. We
present some examples in Section 5.1, illustrating how our approach to program termination verification
can be effectively applied in practice. Lastly, we mention some related works and potential future
research questions and then conclude.

2 MLy~

We start with a language MLOH’Z, which essentially extends the simply typed call-by-value A-calculus
with a form of dependent types and (general) recursion.

2.1 Syntax

The syntax for ML(I;I’2 is given in Figure 2. We fix an integer domain and restrict index expressions,
namely, the expressions that can be used to index a type, to this domain. This is a sorted domain
and subset sorts can be formed. For instance, we use nat as an abbreviation for the subset sort
{a :int | a > 0}. We use if (P,iy,i2) for an index expression that equals i1 if P holds, and equals iy
otherwise. We use (7) for a base type indexed with a sequence of index expressions 7, which may be



index constants

cf n= | =2|-1]0|1]|2]--

index expressions
T o= a | cr ’ 11 + 19 ‘ 11 — 19 ‘ 11 * 19 ’ il/ig ‘ i1 mod 19 ‘ if(P,il,ig)
index propositions
P = iy <ig iy <idg|iy >ig| iy =g | iy =g | 11 #ig |
P NPy ’ PV P

index sorts

v == int|{a:vy| P}
index variable contexts

¢ L= '|¢7a:7|¢7p
index constraints

¢ = P|PDOP|Va:~.®
types

T u= 0|1 |mxm|n—mn|ld: Y| Xa:y.T
contexts

r == | Tya:7 |0, f:7
constants

¢ = (some primitive functions) |

true | false |0 | 1| —=11]2]—=2]---
expressions
e u= x| f|c|if(e,er,e) | Ad:Fv|e[d] |
() | (e1,e2) | fst(e) | snd(e) | lam = : T.e | e1(e2) |
fun fl@a:7]:7isv | ()| (i| e) | open ey as (a | x) in ey

values
v ou= x|l | Ad:Fo| ()] (v1,v2) |[lam x : Te | (i | v)

Figure 2: The syntax for MLg[’Z



empty. For instance, bool(0) and bool(1) are types for boolean values false and true, respectively; for
each integer 7, int(i) is the singleton type for integer expressions with value equal to i.

We use ¢ = P for a satisfaction relation, meaning P holds under ¢, that is, the formula (¢)P,
defined below, holds in the integer domain.

(e = @
(poa:int)® = ($)Va: int.®
(@ {a:y | PH® = (d,a:7)(PDP)
(0, P)2 = (o)(P D)

For instance, the satisfaction relation
a:nat,aZ0Ea—1>0
holds since the following formula is true in the integer domain.
Va:int.a>0D (a#0Da—12>0)

Note that the decidability of the satisfaction relation depends on the constraint domain. Although the
syntax in Figure 2 allows non-linear 2 integer constraints, in our implementation, non-linear constraints
are immediately rejected. We currently translate the problem of determining whether a given (linear)
constraint is satisfiable into some integer programming problem, for which there are various existing
methods.

We use Ila : v.7 and Ya : .7 for the usual dependent function and sum types, respectively. A
type of the form 1la@ : 4.7 is essentially equivalent to Ilaj : 71 ...1a, : v,.7, where we use @ : v for

1:71,---,0n : Yn. Note that vy, may contain free occurrences of a; for 1 < j < k < n. In practice, we
also have types of the form 3@ : 4.7, which we omit here for simplifying the presentation. In particular,
given a type constructor ¢ that takes index expressions 7 of sorts 4 to form a base type 0(%), we often
use 0 for ¥a : 4.0(@). For instance, bool and int stand for ¥a : bool.bool(a) and Xa : int.int(a),
respectively, where the sort bool = {a :int | 0 < a < 1}.

We also introduce lam-variables and fix-variables in MLgI’E and use x and f for them, respectively.
A lambda-abstraction can only be formed over a lam-variable while recursion (via fixed point operator)
must be formed over a fix-variable. A lam-variable is a value but a fix-variable is not.

We use A for abstracting over index variables, lam for abstracting over variables, and fun for
forming recursive functions. Note that the body after either A or fun must be a value. We use (i | €)
for packing an index ¢ with an expression e to form an expression of a dependent sum type, and open
for unpacking an expression of a dependent sum type.

There are two forms of application. We write e[7] for applying e to a sequence of index expressions
and e (ez) for applying e; to es. The meaning of such forms of application is to be clear after we present
the dynamic semantics of MLEI’E.

There are various constants in MLOH’Z, including booleans, integers, and some primitive functions.
We use a signature X to assign types to constants. In general, we assume that a primitive function has
a type of the form Ila : 4.7y — 79, where 7 and 75 are ground types, that is, types that can be formed
without using either — or II. The types of some constants are given in Figure 3. Note that the type of

2A constraint is non-linear if contains a non-linear term such as a1 * as for some index variables a; and as.



Y(true) = bool(1l)

Y(false) = bool(0)
¥(n) = int(n),forn=0,1,-1,2,-2,...
Y(+) = IH{ay :int,as : int}.int(a;) * int(as) — int(a; + az)
YX(—=) = IH{a;:int,as: int}.int(a;) * int(az) — int(a; — az)
Y(x) = I{aj:int,az: int}.int(a;) * int(ag) — int(a; * az)
(/) = Iaj:int,az:{a:int|a#0}}.

int(a1) * int(az) — int(ai/az)
Y(mod) = T{ay :int,as:{a:int|a #0}}.
int(a;) * int(ag) — int(a; mod az)
Y¥(=) = Il{a; :int,as : int}.
int(al) * int(ag) — int(if(al = a9, 1,0))

YX(#) = Il{ay :int,as : int}.
int(al) * int(ag) — int(if(al # as, 1,0))

Figure 3: The types assigned to some constants in MLgI’E



/ indicates that division can only be applied to a pair of integers (z1,x2) such that zo is not 0. This
may seem restrictive, but it is not. For instance, we can define the usual division function on integers
as follows (after the exception mechanism becomes available),

Aaj :int.Aag :intlam x : int(ap) * int(ag).
if (= [a2, 0]((snd(z),0)), raise DivisionByZero, /[a1,as](z))

which raises an exception when the divisor is 0. Notice that we need the following sorting rule for
typing /[a1, az](x) in the above expression.

ptay:int ¢obFag:int ¢Eas #0
ot ay/ag:int

The precise reason why this works can be readily understood once the typing rules for MLgI’E are
introduced.

2.2 Static Semantics

We write ¢ - 7 [well-formed] to mean that 7 is a legally formed type under ¢. For instance, the
following rules are for constructing types of the forms int(i) and bool(), respectively.
¢ Fiint pFi:{a:int|0<a<1}
¢ F int(i) [well-formed] ¢ Fbool(i) [well-formed]

Notice that the rule for constructing bool(%) indicates that we need to show that 0 < < 1 holds in order
to form such a type. Therefore, bool(2) is ill-formed. We omit other standard rules for constructing
well-formed types.

index substitutions 6; == []|0[a > i

substitutions 0 == []|0lz—v]|0[f— €

A substitution is a finite mapping and || represents an empty mapping. We use 0 for a substitution
mapping index variables to index expressions and dom(f;) for the domain of ;. Note that 0;[a — i
extends 07, whose domain does not contain a, with a mapping from a to i. Similar notations are used
for substitutions on variables. We write [0;] (e[f]) for the result of applying 6; (0) to e, respectively,
where e can be a type, a context, an expression, etc. The standard definition is omitted. In this paper,
we substitute only values for lam-variables.

We use a judgment of the form ¢ F 7 : v to mean that ¢ can be assigned the sort v under the index
variable context ¢. We omit the standard rules for deriving such judgments. The following rules are
for deriving judgments of the form ¢ - 6 : ¢/, which roughly means that 6; has "type” ¢'.

Y (sub-i-empty)
GO G+ 0]
opFOrla—i]:¢ a:y

pFOr:¢ ¢ Plo]
pFOr:¢, P

(sub-i-var)

(sub-i-prop)

Lemma 2.1 (Index Substitution) If ¢t 05 : ¢’ holds and ¢,¢' =i : 7 is derivable, then ¢ & i[01] : v[0]]
is also derivable.



Proof This directly follows from a structural induction on the derivation of ¢, ¢’ 1 : ~. |

We write ¢ = 7 = 7/ for the congruent extension of ¢ = i = j from index expressions to types,
which is determined by the following rules. Note that we write ¢ |= 7 = 7 to mean ¢ |= iy = i) for
k =1,...,n, assuming 7 = (i1,...,4,) and 7 = (#},...,4,). The application of these rules generates

constraints during type-checking.
d has thekind y — x ¢k 7:9 oH7:7 oET=7
& 0() = o(F)
¢En=T dETE=ED ¢ETI=EN ¢FET=T

PETI *T =T *T) pETI—oT=T — T
pa:yET=T pa:yET=T
oENd:yr=1a: 5.7 ¢ EXa:yT=%a:y.7

We say that § has the kind ¥ — * if § takes index expressions 7’ of sorts 4 to form a type. There are
currently no formal judgments for sort equivalence or subsorting. They are not really needed at this
point, since ultimately all sorts only describe various subsets of integers. Some details can be found
in (Xi ) as to how an expression of type Ila : 7.7 can still be implicitly coerced into one with equivalent
dynamic semantics, but of type Ila : v'.7, where v and «/ are sorts such that a: v Fa :~.

As could be expected, we have the following proposition.

Proposition 2.2 Type conversion is an equivalence relation:
1. If ¢ b 7 [well-formed] holds, then ¢ =1 = 7 also holds.
2. If ¢ =7 =17 holds, then ¢ |= 7' =7 also holds.
3. Ifboth o =17 =7"and ¢ =7 =7" hold, then ¢ =1 = 7" also holds.

We present the typing rules for MLgI’E in Figure 4. We use ¢;I' - e : 7 for a typing judgment. The
judgment basically means that e can be assigned type 7 under ¢; I, which map free index variables and
variables in e to sorts and types, respectively. We use D for typing derivations and D :: ¢; ' - e : 7 for
a typing derivation D whose conclusion is ¢;I' F e : 7.

Let @ be a sequence of index variables aq, ..., a, and 7’ be a sequence of index expressions i1, ..., iy;
we write [@ — 7] for a substitution that maps ay to i for k = 1,...,n; given an index variable context
a: ¥, thatis, ai : y1,...,an : Yp for ¥ = (v1,...,7), we write ¢ b 7": 4 to mean that ¢ - [@ — 7] : (@ : 7).
Notice that ¢ - 7" : 4 does not simply mean ¢ F iy : . for k = 1,...,n as ap may have a occurrence
in v, for 1 < k < k' < n. Some of the typing rules have obvious side conditions, which are omitted.
For instance, in the rule (type-ilam), @ cannot have free occurrences in I'. We write dom(T") for
the domain of I', that is, the set of variables declared in I'. Given substitutions 6; and 6, we say
&; T (0r;0) : (¢;T) holds if ¢ F 07 : ¢ and dom(6) = dom(I”) and ¢;T'[0;] - 0(x) : I'(x)[0] for all
z € dom(I").

The following lemma plays a pivotal role in proving the subject reduction theorem for MLOH’E. We
omit its standard proof, which is available in (Xi ).

Lemma 2.3 Assume that ¢,¢";T,T" e : 7 is derivable and ¢; T+ (01;0) : (¢';T) holds. Then we can
derive ¢;T[07] F e[07][0] : 7[01].



»Pke:m oETI =7
o;'Fe:my (type-eq)

Y(e)=r1
m (type-constant)

INz)=r71

oTrFo 7 (type-lam-var)

L(f)=r

;- for

o, a:v;'Fo:r

;D= Ad:yo:1la: 7.

;e a1 o9 ]

type-

;T el : 7[ad— 7 (type-iapp)

¢o;'Fe:bool(i) ¢,i=1TkFe 7 ¢,i=0;TFeq:7
o; T Fif(e,eq,e9): 7

(type-fix-var)

. (type-ilam)

(type-if)
W (type-unit)
;e :m g;TFey:m
o; T (er,ex) 11 x 7o
O; T Fe:m*xm
o; T Ffst(e) : 11
o;Fe:mxmy
¢; T Fsnd(e) : 1o
o,z :mbFe:m
o;'Flamx:m.e: 7 — 7
;e — 19 ¢;lkFex:m

O, T kej(es) :m
o, a:v; I, f:lla:y1kFv:T
;T Ffun fla@: 7] :7isv:1la: 7.
;e :Ya:vm ¢,a:v;l,x:miFes:m

(type-tuple)

(type-fst)

(type-snd)

(type-lam)

(type-app)

type-fi
- (type-fun)

type-
¢;T'-opene; as (a|z)ines: (type-open)

pti:y ¢ TEe:Tla— i
oDk (ile):Xa:~y.T

(type-pack)

Figure 4: Typing Rules for MLOH’Z
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2.3 Dynamic Semantics

We present the dynamic semantics of MLgI’E through the use of evaluation contexts, which are defined

below.
evaluation contexts E =

[ |if(E,e1,e2) | fst(E) | snd(E) | (E,€) | (v, E) |
E[i] | E(e) | v(E) | (i | E) | open E as (a | ) in e

We write Ele] for the expression resulting from replacing the hole [| in E with e. Note that this
replacement can never result in capturing free variables.

Definition 2.4 A redex is defined as follows.

e Let ¢ be a primitive function such as +,—, %, /, etc., and 11d : §.11 — 1o be the type of c. Then
cli](v1) is a redex if vi is of type Ti[d — 1], which reduces to some value vo of type Told — 17
according to the definition of c. For example, +[1,1]((1,1)) reduces to 2. Note that we need to
assume that the type of vy is the same as that of c[i](v1), that is, the implementation of a primitive
function is consistent with its assigned type.

e if(c,e1,e2) are redexes for ¢ = true, false; they reduce to ey and es, respectively.
o fst((vi,v9)) is a redex, which reduces to vy.

e snd((vy,v92)) is a redex, which reduces to vs.

e (lam x : 7.e)(v) is a redex, which reduces to e[z +— v].

e Let e befun fld:7]:7isv. Then e is a redex, which reduces to \d : y.v[f +— e€].

(M@ : H.0)[7] is a redex, which reduces to v[a — 7).
e open (i |v) as (a | x) in e is a redex, which reduces to e[a — ][z — v].
We use r for a redex and write v — e if r reduces to e. If e; = E[r], e = Ele] and r — e, we also

write e; — eo and say e1 reduces to eg in one step.

Let —* be the reflexive and transitive closure of <. We say e; reduces to ez (in many steps) if e; —* es.
We are now ready to establish the the following subject reduction theorem for MLOH’E.

Theorem 2.5 (Subject Reduction) Assume -;- & e : T is derivable in MLOH’Z, that s, e is a well-typed
closed expression in MLOH’E. Ife — €, then ;- €' : 7 is also derivable in MLOH’E.

Proof Assume e = C[r]. The proof proceeds by induction on the structure of C'. The only interesting
case is where C' = [|. In this case, e = r and we proceed by induction on the height of a typing derivation
Dof;-Fe:T.

e D ends with an application of the rule (type-eq), that is, D is of the following form.
Er'=7 Diube:t
sokerT

By induction hypothesis on Dy, -;- ¢’ : 7/ is derivable, which leads to the following.
Er=7r kT

N

11



We now deal with the cases where the last rule applied in D is not (type-eq).

e e=fun f[@:4]: 7 isvand 7 =1Ia : 4.71. Then we have the following derivation, where the last
applied rule is (type-fun).

Diua:v;f:lla: A kFov:m

sebfun fl@: 4] :misv:Iad: 4.

By Lemma 2.3, we know that @ : ¥;- - v[f — €] : 7 is derivable. Note that ¢/ = \d : Y.v[f — e].
Therefore, we have that -;- ¢’ : IIa : 4.7y is derivable.

e ¢ =open (i |v) as (a | z) in e;. Then we have the following derivation, where the last applied
rule is (type-open).

Dycs-F(|v):¥a:y1m Dea:y;xz:rmiber:T

5-Hopen (i|v)as(a|x)ine; : 7
There are two possibilities.
— D is of the following form, ending with an application of the rule (type-pack).

‘Firy s-FoiTfa— i

seoE(i o) s Xa sy
Note that a has no free occurrence in 7. By Lemma 2.3, we know that -;- - e’ = e1[a —
il][x +— v] : Tla > 1] = T is derivable.
— D is of the following form, ending with an application of the rule (type-eq).
Di:ys-F(i|v)y:Za:y1 -EXa:y7m =%a:vn
sebE (] v) i Xa

Note that both - Fi: v and a : v = 7{ = 71 are derivable and thus - | 7{[a — @] = 71[a — i]
is derivable. We have two possibilities.

x D} is of the following form, ending with an application of the rule (type-pack).

‘Fiiy b oirla— i
seE (i v): Xa .

Therefore we have the following derivation Dj of ;- F (i | v) : ¥a : .7 that ends with
an application of the rule (type-pack). Notice that the height of D7 is the same as

that of D;.
soFviTla—id] - ETla— i =mnla— ]

iy - Fomfa e i

seoE(i vy Xa sy

By the previous case analysis, we are done.
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« Dj is of the following form, ending with an application of (type-eq).

D b(i|v):Za:y1 -EXa:y71 =Xa:y.7]
B (i v): Xay

By Proposition 2.2, we have - = Ya:~v.7{ = Ya:~v.71. Then we have the following
derivation Dy of ;- (i | v) : ¥a : y.7,
DY b (i|v):Ba:y71 -EXa:ym =Xa:vy.m
e (i v)  Xa

which is shorter than D;. Clearly, D] leads to a derivation D* of ;- F e : 7, which is
shorter than D. By induction hypothesis on D*, we are done.

The rest of cases can be handled similarly. |

2.4 Erasure

We can simply transform MLOH’Z into a language ML by erasing all syntax related to index expressions
in MLOH’E. Then ML basically extends simply typed A-calculus with recursion. Let |e| be the erasure
of expression e.?

Given a well-typed closed expression e in MLOH’E, it can be shown that if |e| reduces to eg in MLy
then e reduces to some ey such that |e;| = eg. For this, we need the observation that the erasure of a
value in MLg[’Z is a value in MLg, which can be readily verified. This is precisely the reason why we
impose the requirement that the body of each A be a value. Otherwise, the erasure of Aa : ~v.e, which
is |e|, may not necessarily be a value in MLj. We will present an example at the end of Section 3 to
illustrate this (subtle) point.

We can now show that if e is a well-typed closed expression in ML(I;[’2 that is terminating, then |e| is
terminating in MLg. This is a crucial point since the evaluation of a program in MLg[’Z is (likely) done
through the evaluation of its erasure in MLg. Please find more details on the issue of erasure in (Xi
and Pfenning ; Xi ).

L,y
3 MLy<

We combine metrics with the dependent types in MLOH’E, forming a language MLg[é. We then prove
that every well-typed program in MLOH”E is terminating, which is the main technical contribution of the
paper.

3.1 Metrics

We use < for the usual strict lexicographic ordering on tuples of natural numbers, that is, given two
tuples of natural numbers (i1, ..., i,) and (i},...,4",), (i1,..., i) < (¢],...,4,,) holds if n = n’ and for
some 1 <k < n,i; = z; for j =1,...,k —1 and iy < 4},. Evidently, < is a well-founded ordering. We
stress that (in theory) there is no difficulty supporting various other well-founded orderings on natural

numbers such as the usual multiset ordering. We fix an ordering solely for easing the presentation.

3The erasure |open e; as (a | ) in ez| is (A : 7.|e2|)|e1]|, where T is the type of |e1], or let & = |e1]| in |e2| end when
let-expressions are introduced.

13



fun ack[ay : nat,as : nat] :
(a1,a2) = int(a1) — int(az) — Xa : nat.int(a) is
lam x; : int(a;).Jam z : int(az).
lf( [al,O](<£L'1,0>),
(a2 + 1| +az, 1]({z2,1))),
if (= (a2, 0]((23,0)),
acklay — 1, 1)(=las, 1]({z1,1)))(1),
open acklay,as — 1](3:1)( [ag, 1]({x2,1)))
as (ay | wp) in acklay — 1, a5)(=[ax, 1]((21,1)))(23)))

Figure 5: The Ackermann Function in ML0 <

Definition 3.1 (Metric) Let p = (i1, ..., i) be a tuple of index expressions and ¢ be an index variable
context. We say p is a metric under ¢ if ¢ b iy : nat are derivable for k = 1,...,n. We write
¢ 1 metric to mean that p is a metric under ¢.

A decorated type in MLE{’E is of the form Ilad : 4.4 = 7, and the rule for forming such a type is
given below.
¢,d 7+ 7 [well-formed] ¢,d:7F p: metric
¢ 1lad : 5.u = 7 [well-formed]

We emphasize that a decorated type can only occur at top level. In other words, when a decorated
type 1la@ : 4. = 7 is formed, 7 must be a regular type as is defined in MLOH’Z.

The syntax of ML&’E is the same as that of MLg[’Z except that a context I' in ML0H’<§ maps every

fix-variable f in its domain to a decorated type, and a recursive function in MLOH <§ is of the form

fun f[ad: 4] : p = 7is v. As an example, we present in Figure 5 an expression in MLO, < corresponding
to the implementation of the Ackermann function in Figure 1. Note that we write = [a1,0]((z1,0)) for
testing whether x1 equals 0 as = is previously assumed to have the following type.

I{a; : int,as : int}.int(aq) * int(ag) — bool(if (a1 = a9, 1,0))

The process that translates the implementation into the expression in MLE{’E is what we call elaboration,
which is explained in (Xi and Pfenning ; Xi ). Our approach to program termination verification is
intended to be applied to elaborated programs and we assume the availability of such an elaboration
process when presenting realistic examples.

3.2 Dynamic and Static Semantics

The dynamic semantics of MLO < 1s formed in precisely the same manner as that of ML(I;[’2 and we
thus omit all the details.

The difference between MLE{’E and MLOH’E lies in static semantics. There are two kinds of typing
judgments in MLE{’E, which are of the forms ¢;I' e : 7 and ¢;I' - e : 7 < pp. We call the latter a
metric typing judgment.

Suppose I'(f) = Ild : 4.4 = 7; roughly speaking, ¢;I' - e : 7 < pg means that, for each
free occurrence of f in e, f is followed by a sequence of index expressions [i], and p[d@ — 7], which

14



Gl bFe:n<ppu dETI=n

ol He:m <5 (<-eq)
)=
- tant
GTFcir<;m («-constant)
I(z)=1

GTFz:7< («-lam-var)

D(fi)=7 h#f
& E f1:7 <5 po
¢;T e :bool(i) < o
pi=1LTFe :7<ppg ¢t =0;I'ex:7 < po
¢; T Fif(e,er,e2) 1 7 <y o
¢,a:7; T Fv:T <y po
oL Ad -y Ilad: 7.1 <5 po
;e 1ld:y.1 <y po ¢F;:’7(<<-iapp)
o; T efd] - 7[d — 1] <5 po
ol ke <ppo o;I'Fex:m <y po
&I E (er,e2) : 71 % T2 K5 pig
ol e xm <5 o
oI Fost(e) : 71 <f 1o
ol Fe:mxm <5 po
¢;I'Esnd(e) : 79 <5 po

(«-fix-var)

(«-if)

(«-ilam)

(«-tuple)

(<-fst)

(«-snd)

Figure 6: Metric Typing Rules for ML0H7’<§ (1)

we call the label of this occurrence of f, is less than pug under ¢. Now suppose we have a well-
typed closed recursive function e = fun f[@ : 4] : p = 7 is v in MLg{’é and 7 of sorts ¥; then
fIALf — €] = e[t] —* v[d@ — ][f — e] holds; with the metric attached to f, we can show that all labels
of f in v are less than p[@ — 1], which is the label of f in f[z]; since labels cannot decrease forever,
this sheds some basic intuition on why all recursive functions in MLE{’E are terminating. However,
this intuitive argument is difficult to be formally carried out directly in the presence of higher-order
functions.

The typing rules in ML&’E for a judgment of the form ¢;I' F e : 7 are essentially the same as those

in MLOH’E except for the following ones.

N(fy=Na:ypu=r71
o; U f:1la:~q.7
pa:- U fla:Fp=>1Fv:7<pp
o;THfun fl@: 7] :p=71isv:1a: 4.7

(type-fix-var)

(type-fun)
We present the rules for deriving metric typing judgments in Figure 6 and Figure 7. Given p =
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(i1,y...,in) and ' = (if,...,4), ¢ E p < p/ means that for some 1 < k < n, we have that ¢,i; =
i1, esijo1 =15y i <% hold for all 1 < j < k and ¢,iy =11, ..
It should be clear that if ¢ = u < p/ holds and - F 07 : ¢ is derivable, then u[f;] < p'[01] is true.

ol xmbe:m <y po

¢;F|—lam£€ 1T1.€ 1 T1 — T2 <<f 1o (<<'lam)

ke im =< ;e T <5 o
&I Eei(e) s 7 <5 o

¢, ar T frcHay s = m ko im <gpy

¢ ar Y, 0, fr s ay s Y = 1B o s m <5 po

(<-app)

- . —— <-~fun
&; T Ffun fild) : 1] = misvp : Udy 1.1 < f o ( )
6rTiT bEmlio<p GDEfNdgT

&I E fld] s rlad— 2 <5 po
oFi: The:tlam—i] <
7 ¢ [ | <5 o (<-pack)
»IE(ile):Xa:v.7T <5 po
;e Xa:y.m <5 po
p,a:v;lix:m ke <<y
(<-open)

;' - opene; as (a | z) in ey : 70 <5 o

Figure 7: Metric Typing Rules for MLE{’E (2)

Lemma 3.2 We have the following.

1. Assume ¢,¢";T, T F e :

o;T[01] - e[01]]0] : T[01].

2. Assume ¢,¢;T,T" Fe: 7 < po is derivable and ¢;T' = (61;6) : (¢';T") holds and f € dom(T").

Then we can derive ¢;T([01] = e[07][0] : T[07] < pol0r).

Proof (1) and (2) are proved simultaneously by structural induction on the derivation D of ¢, ¢'; T, " F
e : 7 and the derivation Dy of ¢,¢"; ',V - e : 7 < p, respectively. We present some cases.

e D; is of the following form, where e = lam x : 71.e; and 7 = 7 — T».

By induction hypothesis, ¢;T'[01],x : 71[0;] | e1[01][0] : m2[01] is derivable. Hence, ¢;T" - lam x :
7101].€1[01][0] : T1[07] — 72[0] is derivable. Note that e[f;][0] = lam x : 71[01].e1[0;][0] (as we can
choose = to make sure it has no free occurrences in ) and 7[0;] = 71[0;] — 72[0;]. Hence, we are

done.

o, ¢ ;T\ T w1 ke 7

type-1
¢7¢/;P7F/ Flam x : T1.€1 :T1 — To ( ype am)
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e D, is of the following form, where e = (i | e1) and 7 = Xa : v.71.

o, Fizy ¢,¢0, T Fer:mifa— i) <5 po
¢, ¢TIV (i er): Ba:vy.1 <5 po

(<-pack)

By induction hypothesis, ¢;T'[07] - e1[07][0] : Ti[a — i][07] <f po[f1] is derivable. By Lemma 2.1,
¢ Fi[01] : v[0;] is derivable. Clearly, we can choose a so that it has no free occurrences in 6; and
thus have 71[a — i|[07] = T1[0r[a — i[01]]. We then have the following derivation, where the last
applied rule is (<-pack).

¢ = il0r] - v[0r] &5 T[01] = ea[01][0] : T1[01][a — i[01]] < po[01]
&; T[01] = (i[01] | ex[011[0]) = Xa : v[0r].71[01] < 10[01]

Note that e[0;][0] = (i[01], e1[01][0]) and 7[0;] = (Xa : v.71)[07] = Xa : v[07].71[01]. We are done.

The rest of the cases can be handled similarly. |

Theorem 3.3 (Subject Reduction) Assume that -;- & e : T is derivable in MLOH”E. If e — €, then

, , , I,%
- € o7 is also derivable in MLg .

Proof The proof is essentially the same as the one for Theorem 2.5. [

As could be expected, we have the following.

Proposition 3.4 Assume that D is a deriwation of ;' = e: 7 <t pg. Then then there is a derivation
of ;' ke : 7 with the same height as D.

Proof The proof immediately follows from a structural induction on D. [

3.3 Reducibility

We use e | to mean that there is no infinite reduction sequence starting from e. Clearly, for every e
such that e | holds, there exists a smallest number [ such that the number of steps in each reduction
sequence from e is at most [; we use I(e) for such a number.

In the current setting, e | is equivalent to e <—* v for some v. However, this is to be changed after
pattern matching is introduced, which may bring nondeterminism into evaluation. We define the notion
of reducibility for well-typed closed expressions e in such a manner so that e | hold for all reducible
expressions e. The intention is to show that every well-typed closed expression e is reducible and thus
there is no infinite reduction sequence starting from e.

Definition 3.5 (Reducibility) Suppose that e is a closed expression of type 7. We define that e is
reducible of type T by induction on the complexity of T, namely, the number of type constructors x, —,
II and ¥ in 7.

1. 7 is a base type. Then e is reducible of type T if e | holds.

2. T =11 %19. Then e is reducible of type T if e | holds and for every v such that e —* v holds,
v = (v1,v3) for some values v1 and vy that are reducible of types 71 and o, respectively.
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3. T =711 — To. Then e is reducible of type T if e | holds and e(v) is reducible of type To for every
value v reducible of type Ty.

4. I1a : 4.71. Then e is reducible of type T if e | and e[t] is reducible of type T1[d — 7] for each

2 |l

-
v

5. 7 =2a:vy.1. Then e is reducible of type T if e | holds and for all v satisfying e —* v, we have
v = (i | vy) for some i and vy such that vy is reducible of type T1[a +— 1.

We may use the phrase that e is reducible to mean that e is reducible of type 7 for some 7.

Proposition 3.6 Given a ground type T, that is, there is no — or Il inside 7, then every value of type
T is reducible.

Proof 'This immediately follows from induction on the complexity of 7. ]

Proposition 3.7 Assume that e is a closed expression of type T.
1. If e is reducible of type T and e — €', then €' is reducible of type T.
2. If e is not a value and for every €' such that e — €, €' is reducible of type T, then e is reducible
of type T.

3. If e | holds and for every v such that e —* v, v is reducible, then e is also reducible.

Proof (1) and (2) immediately follow from induction on the complexity of 7. We prove (3) by induction
on [(e). Assume that e — e’. Then I(e/) < I(e). For each v such that ¢/ —* v, we have e —* v and
thus v is reducible. By induction hypothesis, e’ is reducible. By (2), we know that e is reducible.

]

The following is a key notion for handling recursion, which, though natural, requires some technical
insights.

Definition 3.8 (u-Reducibility). Let e be a well-typed closed recursive function fun f[@ : 7] : p =
T is v and pg be a closed metric. We define that e is po-reducible if e[t] is reducible of type T[d — 1] for
each 7: 7 satisfying pld — 2] < po.

We are now ready to present the main technical result in this paper.

Lemma 3.9 (Main Lemma) Assume that ¢;T' F e : 7 is derivable and -5+ (01;0) : (¢;T') holds. Also
assume that (1) for every x € dom(T"), O(x) is reducible, and (2) for every f € dom(T'), ;T[]
elfr] : 7[01] <5 py is derivable for some py such that 0(f) is pg-reducible. Then e[01][0] is reducible.

Proof Let D be a derivation of ¢;I' - e : 7 and we proceed by induction on the height of D. We
present some interesting cases.
e The rule (type-constant) is last applied in D,

X()=r71 ¢ tant)
GTFer (type-constan

where e = ¢. We have two possibilities.
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— 7 is a ground type. Then c is reducible by Proposition 3.6.

— ¢ is a primitive function and 7 = 7, — 73 for some ground types 7 and 75. Assume that
vy is reducible of type 71 and c(v1) < v9. Then vy is of type 7o and thus reducible by
Proposition 3.6.

Hence, we conclude that e is reducible.
e The rule (type-ilam) is last applied in D,

Diug,a:y;'Fov:m
o;DEAd - Hwv:Ilad: v

(type-ilam)

where e = Ad@ : Y.v and 7 = 1I@ : 4.71. Let e* = e[f;][f]. Assume that - - 7": ¥[0;]. Tt is clear
that - F 67 : (¢,a : ) is derivable for 6} = 0;[a — ]. Note that no index variables in @ have free
occurrences in I'. By induction hypothesis on Dy, v[0}][f] is reducible. Hence e*[7] is reducible
since e*[1] — v[#}][0]. Note that e* is a value. Hence, e* is reducible by definition.

e The rule (type-if) is last applied in D,

Do :: ;T F eg : bool(i)
Dig,i=1LTFe i1 Dyug,i=0;Feq:7T
o; T Fif(ep,e1,e2) : 7

where e = if(eg,e1,e2). Let e = e[f;][0], and e} = ex[0;][f] for £ = 0,1,2. By induction
hypothesis on Dy, € is reducible. Hence, ef | holds. Assume that e* < €. We prove that e’ is
reducible by induction on lop = l(efj). There are three possibilities.

— e} — ¢, and € = if(e, e], e5). By induction hypothesis, e’ is reducible since I(ef) < I(ef).

— ¢y = true and ¢ = ef. Then - F i[f;] = 1 holds by Theorem 3.3. This implies that
-+ 07 :(¢,i =1) is derivable. Hence, ¢’ = e} is reducible by induction hypothesis on Dj.

— ¢ = false and € = e5. Then - + 4[0;] = 0 holds by Theorem 3.3. This implies that
-F0r:(¢,i =0) is derivable. Hence, e’ = e} is reducible by induction hypothesis on D.

By Proposition 3.7 (2), we conclude that e* is reducible.
e The rule (type-lam) is last applied in D,

DTz :mbeim
¢o;'Flam x: m.e1 : 71 — T

(type-lam)

where e = lam z : 71.e; and 7 = 71 — 7. Obviously, we can assume that z ¢ dom(#). Let
e* = e[f][0]. Then e* is of type 7 — 15 for 7f = 7[0;] and 75 = m[f;]. Assume that v is a
reducible value of type 7;. Then e*(v) — e} = e1[0;][f[x — v]]. By induction hypothesis on Dy,
e} is reducible, and thus e*(v) is reducible. By the definition of reducibility, e* is reducible since
e* is a value and e*(v) is reducible for every reducible value of type 7;.

e The rule (type-app) is last applied in D,

Dyu:¢gi'Fer:im—1m Dyugil'Fey:m
;T eiler) 1 72

(type-app)
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where e = ej(e2) and 7 = 79. Let e* = ¢[f[][#]. By induction hypotheses on D; and D,
respectively, both ej = e1[0;][f] and e = eq[0;][f] are reducible. Hence e} | and e | hold.
Assume e* < ¢/. We show that ¢’ is reducible by induction on l(e}) + I(e3). There are three
possibilities.
—ef — ¢} and ¢ = €j(e}). By induction hypothesis, €’ is reducible since I(e}) + l(e}) <
l(ey) +1l(e3).
— e} is a value and €5 — ¢, and ¢’ = ej(e}). By induction hypothesis, e’ is reducible since
l(er) +1(eh) < l(er) + U(e3).
— €] and e} are some values of types 7 — 75 and 7], respectively, where 7{ = 71[0;] and

75 = T2[07]. Then ej(e3) is reducible of type 75 by the definition of reducibility. Hence, by
Proposition 3.7 (1), €’ is reducible.

We conclude that e* is reducible by Proposition 3.7 (2).

The rule (type-open) is last applied in D,

Dyg;TFer:Xa:vm Dyug,a:v;lx:mbes:m
¢;I'-openej as (a|x)ines: 7

where e = open ¢; as (a | z) in ez and 7 = 9. Obviously, we can assume that a ¢ dom(f;) and
x ¢ dom(0). Let e* = e[f][0]. Then e* = open e} as (a | z) in €3, where e} = e;1[0;][f] is of type
Ya :v*.1f for v* = 4[0;] and 71 = 71 [f;]. By induction hypothesis on Dy, €7 is reducible. Hence
e; | holds. Assume e* < ¢’. We prove that €’ is reducible by induction on I(e}). There are two
possibilities.

— e} — ¢} and ¢ = open €] as (a | z) in 5. By induction hypothesis, €’ is reducible since
l(e)) < l(ey).

— €] = (i | v) for some i of sort v* and some reducible value v of type 7{[a — i|. Hence, we
have €' = e3[0][0][a — i|[z — v] = e2[07[a — i]][0[z — v]], which is reducible by induction
hypothesis on Ds.

We conclude that e* is reducible by Proposition 3.7 (2).
The rule (type-fun) is last applied in D,

¢ ar Ay, fr cdy  yrp = koo m <
¢; T Ffun fildy 41 pp = mpis g lay - 1.1

(type-fun)

where we have e = fun fi[@; : %] : p1 = 71 is v1 and 7 = Ila; : 4;.711. Clearly, we can
require that @; have no free occurrences in ;. Suppose that e* = e[f;][f] is not reducible. It
is obvious that e* | holds. Hence, by the definition of reducibility at Il-types and the well-
foundedness of the lexicographic ordering <, there exists 7p : 4 such that e*[%] is not reducible
but e*[7] are reducible for all 7" : 4] satisfying pfld1 — 7] < pjld@1 — @], where 77 = 1[0f]
and pi = pi[0]. Let pyp = pildi — ), and we have that e* is us -reducible. We can derive
5 T0r), f1 2 Ty 2 7.m[0r] F vilbrlan — )] : m[frld1 — w]] <f pg by Lemma 3.2. Note that
there is a derivation Dy of ¢, dy : 41; 1, f1 : Idy : 1.1 = 71 F vy : 71 such that the height of Dy is
less than that of D. By induction hypothesis on D1, we have that v = vi[0r[a1 — ©]][0]f1 — €*]]
is reducible. Note that vy is the only value such that e*[7p] <—* v} holds. Hence, e*[1] is reducible,
contradicting the definition of 7. Therefore, e* is reducible.
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types

T ou= e | (T1ye ey Th)
expressions
e u= ---|en|

funs fi[dy : 1] 1 = 1 isvp and ...
and f,[@y : Ynl : pn = Th IS vy

values
von= o
funs fi[dy : 1] 1 = 1 isvp and ...
and f,[@y : Ynl @ pn = Th IS vy

evaluation contexts
E = ---|En

Figure 8: The Syntax and Typing Rules for Mutual Recursion

All other cases can be treated similarly. [

The following is the main result of the paper.

Theorem 3.10 If -+ e : 7 is derivable in MLg{é, then e is reducible and thus terminating as there is
no infinite reduction sequence from e.

Proof The theorem immediately follows from Lemma 3.9. |

We now present an example to illustrate an interesting point. Let e be fun fla : 1] : (0)int(a) —
int(a) is lam z : int(a).f[a](x), where L is the empty sort {a : int | 1 < a < 0}. Note that we can
derive

¢;T 1lam x : int(a).f[a](x) : int(a) — int(a) < (0)

for g =a:Land ' = f : Ila : L.(0) = int(a) — int(a), since a : L = 0 < 0 holds. Therefore,
- F Aa: L.e[0](0) : e : L.int(0) could have been derived in MLE{’E if we had not required that
the body following a A be a value. However, the erasure of Aa : L.e[0](0), which is (fun f : int —
int is lam z : int.f(x))(0), reduces to itself, leading to an infinite reduction sequence in MLg. The
restriction requiring that the body of a A be a value is partly motivated by avoiding this undesirable
consequence, that is, the erasure of a terminating expression in ML&’E may not be terminating in MLy.

4 Extensions

. . 1.2 . . . . .
In this section, we extend ML 2 with some significant programming features such as mutual recursion,

datatypes and polymorphism, defining the notion of reducibility for each extension and thus making it
clear that Lemma 3.9 still holds after each extension.

21



4.1 Mutual Recursion

We here describe the treatment of mutual recursion, which is slightly different from the standard
treatment. The syntax for handling mutual recursion is given in Figure 8. We use (71,...,7,) for the
type of an expression representing n mutually recursive functions of types 71, ..., 7, respectively. Note
that this should not be confused with the product of types 71,...,7,. The n in e.n must be a fixed
positive integer. The following typing rule (type-funs)

7= dy : .71, ..., dy : Yn.mh)
Fo=fr:May 51 1 = 71,00y fo Uy 2 Y i = 7o
¢,y ;T o F o1 <p

O,y Yn; L, Lo b vp : T <<]?/Ln
o;kFe:T

is for expression e of the form:
funs fi[dy : 1] : 1 = misvy and...and f,[@, : Yn] : pn = T is v,

We also have a the following typing rule (type-choose) for choosing a mutually recursively defined

function.
o;Tke:(m,...,7) 1<k<n

o; ek :m

Let v be the following expression:

funs fi[dy : 1] 1 = misvp and...and f,[d@, : Y] : pgn = T is vy

Then for every 1 < k < n, v.k is a redex, which reduces to A\dy : Yx.vk[f1 — v.1,..., fn, — v.n|. Let
f="(f1,-.., fn). We form a metric typing judgment ¢;I" - e < F Mo for verifying that all labels of
fi,..., fn in e are less than pug under ¢. The rules for deriving such a judgment are essentially the same

as those in Figure 6 and Figure 7 except (<-lab), which is given below.

finf T(f)=Ha:Fpu=71 ¢ plda—1] < po
;D E fli] 2 7ld — 7] <f po

The rule («-funs) for handling mutual recursion is straightforward and thus omitted.

Definition 4.1 (Reducibility) Let e be a closed expression of type (T1,...,T,) and e | holds. Then e is
a reducible expression of type (11,...,) if e.k is reducible of type 1 for each 1 < k < n.

4.2 Currying

A decorated type must so far be of the form Ila : 4.4 = 7 and this restriction has a rather unpleasant
consequence. For instance, we may want to assign the following type 7 to the implementation of the
Ackermann function ack in Figure 1:

{i:nat} int(i) -> {j:nat} int(j) -> [k:nat] int(k),
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which is formally written as
Ila; : nat.int(a1) — Iag : nat.int(ag) — Xa : nat.int(a).

If we decorate 7 with a metric y, then p can only involve the index variable a1, making it impossible to
verify that the implementation is terminating. Note that such a type is more general than the following
type when elaboration is concerned.

{i:nat,j:nat} int(i) -> int(j) -> [k:nat] int(k)

For instance, given the former type, ack(1) is elaborated into an expression of type {j:nat} int(j)
-> [k:nat] int(k); given the latter type, ack(1) is elaborated into an expression of type int(J) ->
[k:nat] int(k), where J is some unification variable that needs to be solved later; therefore, for the
sake of elaboration, the former type is more general than the latter one.

We generalize the form of decorated types to the following so as to address the issue.

Hay : 1.1 — - —= dy : Yot — d : Yop = 7.
We introduce the following form of expression e for representing a recursive function.
fun fla : yil(z1 : 1) (@0 Vol (@t )@ 7] s Tis €9

Note that eg is required to be a value if n = 0. In the following presentation, we only deal with the
case where n = 1. For n > 1, the treatment is similar.
For e = fun f[ay : 1|(x1 : 71)[@ : 7] : T is e, we have e < A\d; : y1.Jam x1 : 71.0@ : 7.eg and the
following typing rule
¢,ay Ay, a VD f o,z imbFer T < p
¢; - fun fla; - Yi)(zy:m)[@: 9] :p=T1ise: 7

and the following metric typing rule,
dpEU Y1 oET: @ —u] ¢ p— dlld— 1 <po
¢;TFer:mfa — 0] <ppo o' fim
oI E fal(en)ld] : Tlar = wl[a = 7] <5 po

where 79 = Ila; : 1.1 — la: y.u = 7.

Definition 4.2 (p-reducibility) Let e be a closed recursive function fun f[dq : vi](x1 : m1)[@ : 7] : 7 is eg
and o be a closed metric. We say that e is po-reducible if e[71](v)[?] is reducible for all reducible values
v:Tidy — 0] and 1 A1 and 7 F[dy — 1] satisfying pldy — 11][d — 7] < po-

4.3 Pattern Matching

The mechanism for declaring datatypes in ML is of great use in practice. It can offer both convenience
in programming and clarity in code. We extend ML&’E with pattern matching in this section. However,
the handling of pattern matching is rather involved.

In the rest of this section, we fix dg to be a user-defined type constructor that takes index expressions 7’
of sorts 4 to form a type dg(7). We assume that the constructors ¢ (k = 1,...,m) of types IId@y, : 7.7% —
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(pat-var) (pat-unit)

x|lT=(sx:7) Ol1=1(5)
p1l 7= (61;T1) p2l 1= (¢2;12)
(p1,p2) | 71 %72 = (¢1,02;1,T2)
Y(c)=Ha:5.1— @) pl1=(HT)
cld(p) L d(7) = (@:9,7="7,¢;1)

(pat-prod)

(pat-constructor)

plm= (1) ¢,¢;T\I"Fe:m
o 'Fp=e:m =1
o;lEpi=e:mm=m fori=1,...,n (type-clauses)
o TEpr=e| |pn=en):11=>m7
Y(e)=1a: 5.7 — d(?)
o7 ¢;The:r[d—7]
¢; T F c[](e) = do(ala@ — 7))
;e ¢g;'Fms:m =1
¢;T' - case e of ms : m

(type-clause)

(type-constructor)

(type-case)

Y(e)=1a: 5.7 — §(2)
oV g Tke:tld— 7] <y 1o
;T F cft'](e) : 6o (1]a — 7']) <5 po
plm= (1) ¢,¢;\T\T"Fe:m <5 mo

o Ep=e:m =715 1o

»lEpi=emm=mn<Lp fori=1,...,n

(«-clauses)
L (pr=er| - [pn=en):T1= 72 <5 o
ol Fe:n <ppp g Ems:m = 1<y po

¢;I' - case e of ms : 79 < o

(<-constructor)

(«-clause)

(«-case)

Figure 9: Typing rules for tuples and pattern matching in MLOH’Z
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vz ([a o) (mateh-var)

OLO= D

v1 L p1 = (0;01) 2| pa = (67;02)

(vi,v9) | (p1,p2) = (07 U67;61 U 62)
v]p=(0;0)

c[d(v) | cl@](p) = ([@—Ub;0)

(match-unit)

(match-prod)

(pat-constructor)

Figure 10: The rules for matching values against patterns in MLgI’E

90 (7)) are associated with ¢y for forming values of types of the form d¢(7), that is, for each closed value
v of type d¢(7), v is of the form ¢k [?'](v') for some 1 < k < m.
The syntax for this extension is given below. Note that we now use ¢ for both constants and

constructors.
patterns p == | ()| {p1,p2) | c[@](p)
clauses ms = (pr=e1| | pn=en)
expressions e == ---|c[i](e) | case e of ms
values v ou= - )} (v)
evaluation contexts FE == ---|c[i](F) | case E of ms

We require that ¢ be a constructor if ¢[7](p) is a pattern or c[i](v) is a value. No index variables or
lam-variables can occur more than once in a pattern. The typing and metric typing rules for pattern
matching are presented in Figure 9. We use 7y = 7 for the type of a clause p = e, which basically means
that e can be assigned type 79 if p is required to have type 71. A judgment of the form p | 7 = (¢;T)
means that if p is given the type 7, then the index variables and lam-variables in p must have the
sorts and types declared in ¢ and I', respectively; if we treat p as an expression, then ¢g,¢; ' p: 7 is
derivable, where we assume that 7 is a well-formed type under ¢g.

We write v | p = (07;6) to mean that the value v matches the pattern p and this matching
generates an index substitution f; and a substitution #. The rules for deriving such a judgment are
listed in Figure 10. If v | p = (01;0) holds for some clause p = e in ms then case v of ms is a redex,
which reduces to e[f;][f]. Note that there may be a certain amount of nondeterminism in the evaluation
of a redex of the form case v of ms: if there are several clauses p; = e; in ms such that v matches p;,
then any of them (finitely many) may be chosen for evaluating case v of ms. Notice that we can still
claim by Konig’s Lemma that for every e such that e | holds, there exists a smallest number [ such
that the number of steps in each reduction sequence from e is at most [; as before, we use [(e) for such
a number.

In the case where no clause in ms matches v, the evaluation of case v of ms becomes stuck. Given
a well-typed closed expression e, we now have three possibilities for a reduction sequence from e: it
reaches some value, or it becomes stuck, or it proceeds forever. In the current setting, e | means that
every reduction sequences from e either reaches a value or becomes stuck.

With the presence of pattern matching, we can readily construct a nonterminating function without
using fun. The following is such an example written in Standard ML (Milner et al. ).

25



datatype omega = D of omega -> int
val f: omega -> int = fn (x) => case x of D g => g(x)

Clearly, the evaluation of £(D(£)) is nonterminating. Later, it will be clear that this is mainly caused
by the negative occurrence of omega in the type of the argument of D. We thus need to impose some
restrictions on user-defined datatypes in order to use types to guarantee program termination.

Definition 4.3 We define ground, positive and negative occurrences of 6o in a given type T by structural
induction on T.

e The occurrence of g in do(7) is both ground and positive.

e An occurrence of §g in T = Ty x5 is ground (positive, negative) if it is ground (positive, negative)
in 11 or ground (positive, negative) in Ts.

e No occurrences of dg in T = 11 — To are ground. An occurrence of 6o in T is positive (negative)
if it is negative (positive) in T1 or positive (negative) in To.

e No occurrences of g in T =1ld : 4.1 are ground. An occurrence of dg in T is positive (negative)
if it is positive (negative) in Ti.

e An occurrence of 0y is ground (positive, negative) in T = Xa : .11 if it is ground (positive,
negative) in 7.

For example, in 7 = (dp(21) — 00(22)) — d0(73), the first and the third occurrences are positive, the
second is negative, and no occurrences of §y are ground. In do(21) * do(%2), both occurrences of §y are
ground and positive, and no occurrences are negative. We impose the following condition on g for the
rest of this section.

Condition 1 All occurrences of dg in 7 are positive whenever a constructor ¢ associated with g has a
type of the form I1a : ¥.7 — ¢ (7).

Definition 4.4 For each natural number n, we define [T], to be a set of values of type T as follows,
where the definition is inductive on n and the complexity of T, lexicographically ordered.

1. T is a base type that is not of the form do(7). Then [T], is the entire set of values of type T.

2. 7=00(%). [T]n =0 ifn=0. Forn >0, [r], is the set of values v of type T such that v = c[7'](v)
for some 1 <k <m and v’ € [t¥[a@y — 7]]n_1-

3. T =711 %x719. Then [T], = {{v1,v2) | v1 € [T1]n and vy € [T2]n}

4. T =11 — 1o. Then [T], is the set of values v of type T such that for each vy € [11]n, v(v1) | holds
and if v(vy) —* vy then vg € [T2),.

5. 7 =1a:~.m. Then [7], is the set of values v of type T such that for each 7: 7, v[i] —* vy holds
for some vy € [11[d > 1]],,. Notice that the definition is given in such a manner because v must
be of the form \d : y.v' for some value v'.

6. T =Xa:vy.11. Then [1], is the set of values of the form (i | v1) such that vy € [T1[a — i]],.

We say that a type 7 is positive (negative) if all occurrences of dg in 7 are positive (negative).
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Lemma 4.5 We have the following.
1. If T is positive, then [T], C [T|nt1 for all natural numbers n.

2. If T is negative, then [T]y, 2 [T]nt1 for all natural numbers n.

Proof (1) and (2) are proved simultaneously by induction on n and the complexity of 7, lexicographi-
cally ordered. We present one interesting case for (1).

o 7 =060(2). If n =0, then [7], =0 C [7]p41. Assume n > 0 and v € [7],,. Then v = ¢[7](v')
for some 1 < k < m and v’ € [7*[d@), — 7]],_1. Note that 7% is positive by Condition 1. Hence,
7%[d@), +— 7] is also positive. By induction hypothesis, [7*[d@y — 7']],—1 C [7*[a@x +— 7']]n, which
implies that v € [7],4+1. Therefore, [7],, C [T]nt1-

The rest of the cases can be treated similarly. [

Definition 4.6 (Reducibility) Suppose that e is a closed expression of type 6o(7). We say that e is
reducible if e | holds and for each v satisfying e —* v, v € [60(2)], holds for some n > 0.

The notion of reducibility can now be defined for types containing occurrences of dg by following
Definition 3.5. As can be expected, Proposition 3.7 still holds for this new definition of reducibility.
Our main task is to establish the following lemma, which is precisely Lemma 3.9 for the new definition
of reducibility.

Lemma 4.7 Assume that ¢;T e : 7 is derivable and ;- F (01;0) : (¢;T) holds. Also assume that (1)
for every v € dom(I"), 6(x) is reducible, and (2) for every f € dom(T), ;T[] - e[fr] : T[0r] <y puf is
derivable for some iy such that 6(f) is pg-reducible. Then e[01][0] is reducible.

Proof Let D be a derivation of ¢;I' - e : 7 and we proceed by induction on the height of D. The proof
is of great similarity to that of Lemma 3.9. All of the existing cases from the proof of Lemma 3.9 can
be reused here essentially without changes. This leaves just the cases dealing with rules (type-case)
and (type-constructor) for datatype elimination and introduction.

First, we need the following lemmas for handling the typing rule (type-case).

Lemma 4.8 We have the following.
1. Assume that T is positive. Then for every n, all values v in [7], are reducible.

2. Assume that T is negative. Then for every n, all reducible values of type T are in [1],.

Proof (1) and (2) are proved simultaneously by induction on n and the complexity of 7, lexicographi-
cally ordered. We first present some cases for (1).

e 7 =dy(7). By the definition of reducibility.

e 7 =7 — 79 and v € [7],. Assume that vy € [r1],,. Then v(v1) | holds by definition. Assume that
v(v1) —* vg. Then vy € [T3], holds by definition. By induction hypothesis, vs is reducible. Hence,
we have that v(v;) is reducible by Proposition 3.7 (3). Since 7 is positive, 71 must be negative.
By induction hypothesis, all reducible values of type 71 are in [r1],. Hence v is reducible.

We now present a case for (2).

27



e 7 =7 — T9. Assume that v is reducible of type 7. Also assume that vy € [r1],. By induction
hypothesis, we have that all values in [r1],, are reducible of type 71 since 71 is positive. Hence, vy is
reducible. By the definition of reducibility, v(v1) is reducible of type 7. By induction hypothesis,
[T2], contains all reducible values of type 79 since 7 is negative. Therefore, v(vy) is in [12],. By
definition, v is in [7],.

[

Lemma 4.9 Let ¢i be a constructor associated with 0. If c[2](v) is reducible, then v is also reducible.

Proof Note that the type of ¢, is Idy, : 75.7% — 6o(7%). By the definition of reducibility, c[7](v) is in
[60(7)]ny1 for 7 = 7 [d@) +— 7] and some n. This implies that v € [7¥[d@), + 7]],,. Therefore, v is reducible
by Lemma 4.8 (1) as all occurrences of &y in 7% are positive. [

Proof of Lemma 4.7 (continued) We are now ready to handle the typing rule (type-case) when proving
Lemma 4.7 in the presence of pattern matching.

e Assume that D is of the following form, where e = case ey of ms and 7 = 7.

;e g 'Fms:m =1
¢; ' - case ey of ms : m

(type-case)

Let e* = e[01][0], e = eol0r][0] and ms* = ms[f7][f]. Assume that e* — €. By induction
hypothesis, ef is reducible. Hence, e |. We show that ¢’ is reducible by induction on [(ef), that
is, the number of steps in a longest reduction sequence from ej. We have two possibilities.

— e} — ¢, and ¢’ = case ¢ of ms*. Since l(efy) < l(ef), €’ is reducible by induction hypothesis.
— ¢y is a value and ¢’ = e}[0]][0'], where ef | p1 = (07;0') and e} = e1[0/][0] for some clause
p1 = e1 in ms. Then we have the following derivation inside D.
primn=(¢I") Dyug ¢i[\I"ke:m
T Fpr=e 11 =1

(type-clause)

As can be expected, we can show ;- = (0;U607;0U60") : (¢,¢;T,I"). By Lemma 4.9, we can
also show that 6'(x) is reducible for each z € dom(I'"). By induction hypothesis on Dy, we
know that e’ is reducible.

By Proposition 3.7 (2), e* is reducible.

It is more complicated to handle the typing rule (type-constructor), since the converse of Lemma 4.9
does not hold under the current definition of reducibility. We can, however, show the following, weaker
lemmas:

Lemma 4.10 Assume that all occurrences of 6y in T are ground. Then for every reducible value v of
type T, v € [T]p for some n > 0.

Proof The proof proceeds by induction on the complexity of 7. We present some cases.

e 7 =4y(7). By the definition of reducibility.
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e 7 = 71*79. Then all occurrences of dy in 71 and 79 are ground. Since v is of type 7, v = (v1, vo) for
some values v1 and v of types 71 and 7o, respectively. By induction hypothesis, there are natural
numbers ny and ng such that vy € [11],, and vy € [T2]n,. Let n = max(ni,ng). By Lemma 4.5,
we have v € [7],,.

e 7 =7 — T9. Then there are no occurrences of §y in either 7 or 75. By definition, we know that
[T]n is the entire set of reducible values of type 7 for every n. Hence, we are done.

The rest of the cases can be handled similarly. [

Lemma 4.11 Let ¢;, be a constructor associated with 8o and its type be I1ay, : Yj. 7% — 0o (7%). Assume
that all occurrences of 0y in 7% are ground. If v is reducible and cy[2)(v) is well-typed, then cy[i](v) is
reducible.

Proof By Lemma 4.10, we have v € [r*[d@} ~ 7]], for some n. By definition, c;[1](v) € [6o(7k[ar —
1])]n+1. Hence, ci[?](v) is reducible. [

Therefore, we are motivated to impose the following condition when extending ML0H7’<§ with pattern
matching:

Condition 2 All occurrences of dg in 7 are ground whenever a constructor ¢ associated with dg has a
type of the form II@ : 4.7 — 0¢(?).

Proof of Lemma 4.7 (continued) We are now ready to handle the typing rule (type-constructor).

e Assume that the derivation D ends with an application of the typing rule (type-constructor),
where e = ¢[t1](e1) and 7 = 0 (2]@ — 71]).
Y(e)=Ha: 5.1 — (@) ob#:9 Diu¢;TFer:mlad— 7]
¢; 'k c[i’l](el) : 50(5{@‘ — 71])

By induction hypothesis on D;, we know that e} = e;1[0;][f] is reducible. Therefore, e[f;][0] =
c[t1]01]](e7) is reducible by Lemma 4.11 if all occurrences of dg in 7 are ground.

This concludes the proof of Lemma, 4.7. [

We feel that imposing Condition 2 on datatypes is practically adequate. For instance, all the
examples of datatypes we present in the paper satisfy Condition 2. However, there are also many
realistic examples that do not satisfy this condition. For instance, it rules out the following datatype
for lazy lists:

datatype ’a lazylist =
NIL | CONS of unit -> ’a * ’a lazyList

We can actually drop Condition 2 if we employ transfinite induction,? which is amply explained
in (Chang and Keisler ). We sketch the idea as follows.

In Definition 4.4, we can make the definition inductive on ordinals instead of on natural numbers.
Given a positive (negative) type 7; for a limit ordinal «, we define [7], as the union (intersection) of [7]3
for all B < a; for a successor ordinal «, [7], is defined in the same manner as is in the case of natural

41t also seems highly likely that we can drop Condition 2 by adopting the strategy in (Abel and Altenkirch ), which
leads to a predicative strong normalization proof for a A-calculus with interleaving inductive types.
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numbers. We define [7] as the union (intersection) of [7], for all ordinals a.. Note that [r] is clearly a
set, as it is a subset of all the closed values of type 7. We then modify the definition of reducibility
at dy (Definition 4.6) by now requiring that every value that e can evaluate to, belong to [0¢(?)], for
some ordinal «. We can now prove the following lemma, using the observation that for every positive
or negative type 7, [T] = [7], for some ordinal c.

Lemma 4.12 Given a positive or negative type T, [7] is the set of all reducible values of type T.

Proof This follows from induction on the complexity of 7. |

With Condition 1, we can now show that a well-typed value of the form c[?](v) is reducible if and only
if v is reducible, and then prove Lemma 4.7.

We anticipate that the strategy for defining reducibility for a single recursively defined datatype can
be extended to handle mutually recursively defined datatypes in a straightforward manner. Suppose

that d1,...,d, are mutually recursively defined. Then the requirement is that for m = 1,... n, the
type Ila : 4.7 — §,,(7) of each constructor ¢ associated with §,, should satisfy the property that 7
contains no negative of occurrences of either of dy,...,d,.

Lastly, we mention that the above strategy for defining reducibility for datatypes is incremental.
Suppose that we now declare a new type constructor d(,. As the notion of reducibility has been defined
for types of the form §y(7), we can treat these types as base types when we define the notion of
reducibility for types of the form §( (7).

4.4 Polymorphism

We can readily extend ML&’E with first-order polymorphism, which encompasses let-polymorphism
supported in DML.
type variables «

types T = |

type schemes o = 7 |Va.o
expressions e = | Aaw|e[T]
values v ou= - | Aaww

A context I" now maps variables to type schemes. A type judgment is of the form &; ¢;I" F e : o, where
all free type variables in I" and o are declared in @. It should be clear how to modify each previous
typing rule to accommodate type variables. We present the typing rules for handling type abstraction
and application as follows.
a,a;¢;NFo:o
a; ;' F Aaw : Va.o
a; ¢ b 1 [well-formed] a;¢;TFe:Va.o
a;ptel[r]:ola 7]

(type-tlam)

(type-tapp)
Definition 4.13 (Reducibility) For each type scheme o, the complexity of o is the number of ¥ occur-
ring in o. The notion of reducibility for o can be defined inductively on the complexity of o.

e 0 =171. The notion of reducibility for type T is defined as before.

e 0 = Va.o1. Assume that e is an expression of type scheme o. Then e is reducible if e | holds
and e[t] is reducible for every closed type 7. This is a valid definition since e[t] is of type scheme
o1la — 7], whose complezity is less than that of o as T does not contain any occurrences of V.
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We see no difficulty in extending MLOHé to encompass second-order polymorphic lambda-calculus, that
is, System F (Girard et al. ). For such an extension, we expect to use the notion of reducibility
candidates (Girard ) for proving that every well-typed closed expression in this extended system is
reducible. However, we have so far not carried out such an extension in either theory or practice.

4.5 Effects

When extending ML0H7’<§ with exceptions, all we essentially need is to claim that the value carried by an
exception is reducible whenever the exception is captured. Therefore, we see no difficulty in extending
MLOHé with exceptions that carry no values or values of ground types since all such values are reducible
by Proposition 3.6. However, the following example indicates that a nonterminating function can be

readily defined without using recursion when exceptions carrying functions are allowed.

exception D of (unit -> unit) -> unit
val f = fn x => x () handle D g => g x
(* the expression f (fn () => raise D f) loops forever *)

Similarly, there seems no difficulty in handling references to values of base types or user-defined
datatypes by assuming that all memory locations for storing such values are reducible. The problem is
with references to functions, which, if allowed, could easily lead to the construction of nonterminating
programs (without using recursion) as is shown in the following example in Standard ML.

val r: (int -> int) ref = ref (fn x => x)

(* now f is a terminating function *)
fun f(x: int): int = !r (x)

(* now f becomes a nonterminating function *)
val =r :=f

We currently do not know what sensible restrictions are needed for handling either exceptions carrying

or references to values that are not of ground types. Thus, we disallow such exceptions or references in
ML§Z.
<

5 Practice

We have implemented a type-checker for MLE{’E in a prototype implementation of DML and experi-
mented with many examples, some of which are presented below. We also address the practicality issue
at the end of this section.

5.1 Examples

We use some examples to demonstrate how various programming features are handled in practice by
our approach to program termination verification. All these examples have been verified in a prototype
implementation of DML, which is available at (Xi ).

Primitive Recursion The following is an implementation of the primitive recursion operator R in
Godel’s 7, which is clearly typable in MLOHé.
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fun f91 (x) =
if (x <= 100) then f91 (f91 (x + 11)) else x - 10
withtype
{i:int} <max(0, 101-i)> =>
int(i) -> [j:int | (i<=100 /\ j=91) \/
(i>=101 /\ j=i-10)] int(j)

Figure 11: An implementation of MacCarty’s “91” function

datatype Nat with nat = Z(0) | {n:nat} S(n+1) of Nat(n)

fun(’a) RZuv=ul|R(Enuv=vnRnuv
withtype

{n:nat} <n> => Nat(n) -> ’a -> (Nat -> ’a -> ’a) -> ’a
(* Nat stands for the type [n:nat] Nat(n) *)

Note that Z and S are assigned the following types after the datatype declaration.

¥(Z) = Nat(0)
¥(S) = In:nat.Nat(n) — Nat(n+1)

By Theorem 3.10, it is clear that every term in 7 is terminating (or weakly normalizing). This is the
only example in this paper that can be proved terminating with a structural ordering. The point we
make is that though it seems “evident” that the use of R cannot cause nontermination, it is not trivial
at all to prove that every term in 7 is terminating. Notice that such a proof cannot be obtained in
Peano arithmetic. The notion of reducibility is precisely invented for overcoming the difficulty (Tait
). Actually, every term in 7 is strongly normalizing, that is, there is no infinite reduction sequence
from the term even if a redex is allowed to be reduced in any context (not necessarily in an evaluation

context), but this obviously is untrue in MLOHé.

Nested Recursive Function Call The program in Figure 11 involving a nested recursive function
call implements MacCarty’s “91” function. The withtype clause indicates that for every integer x,
f91(x) returns integer 91 if x < 100 and x — 10 if x > 101. We informally explain why the metric in the
type annotation suffices to establish the termination of f91; for the inner call to f91, we need to prove
that ¢ | max(0,101 — (¢ + 11)) < max(0,101 — 4) holds for ¢ = (i : int,7 < 100), which is obvious;
for the outer call to f91, we need to verify that ¢; = max(0,101 — j) < max(0,101 — 3), where ¢; is
(¢,7 :int, P) and P is

(i+11<100A;j=91)V (i+11 > 101 Aj =i+ 11 — 10)

If i + 11 < 100, then j = 91 and max(0,101 — j) = 10 < 12 < 101 — 4; if 4 + 11 > 101, then
j=14+11—-10 =i+ 1 and max(0,101 — j) < 101 — 7 (since 7 < 100 is assumed in ¢). Clearly, this
example can not be handled with a structural ordering.

Mutual Recursion The program in Figure 12 implements quicksort on a list, where the functions ¢s
and par are defined mutually recursively. We informally explain why this program is typable in MLE{’E

and thus ¢s is a terminating function by Theorem 3.10. Note that the list constructors [| and :: have
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fun(’a) gs cmp xs =
case xs of
0 =>101zx:: xs”=> par cmp (x, [1, [1, xs?)
withtype
(’a * ’a -> bool) —>
{n:nat} <n,0> => ’a list(n) -> ’a list(n)

and(’a) par cmp (x, 1, r, xs) =
case xs of
[] =>qgs cmp 1 @ (x :: gs cmp 1)

| x> :: xs’ =>
if cmp(x’, x) then par cmp (x, x’ :: 1, r, xs’)
else par cmp (x, 1, x’ :: r, xs’)
withtype

(’a * ’a => bool) —->

{p:nat,q:nat,r:nat} <p+g+r,r+1> =>
’a * ’a list(p) * ’a list(q) * ’a list(r) ->
’a list(p+q+r+1)

Figure 12: An implementation of quicksort on a list

datatype pattern with nat =
Empty (1) (* empty string matches Empty *)
| Char(1) of char (* "c" matches Char (c) *)
| {i:nat,j:nat} Plus(i+j+1) of pattern(i) * pattern(j)
(* cs matches Plus(pl, p2) if cs matches
either pl or p2 *)
| {i:nat,j:nat} Times(i+j+1) of pattern(i) * pattern(j)
(* cs matches Times(pl, p2) if a prefix of cs matches
pl and the rest matches p2 *)
| {i:nat} Star(i+1) of pattern(i)

(* cs matches Star(p) if c¢s matches some, possibly O,
copies of p *)

Figure 13: An implementation of pattern matching on strings (1)
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(* ’length’ computes the length of a list *)
(* empty tuple <> is used for proving that ’length’ is
terminating since ’length’ is not recursive )
fun(’a) length (xs) = let
fun len ([], n) = n
| 1len (x :: xs, n) = len (xs, n+1)
withtype
{i:nat,j:nat} <i> => ’a list(i) * int(j) -> int(i+j)
in len (xs, 0) end
withtype {i:nat} <> => ’a list(i) -> int(i)

fun acc p cs k =
case p of
Empty => k (cs)

| Char(c) =>
(case cs of
[1 => false
| ¢? :: cs’ => if (c = ¢’) then k (cs’) else false)

(* in this case, k is used for backtracking *)
| Plus(pl, p2) =>
if acc pl cs k then true else acc p2 cs k

| Times(pl, p2) => acc pl cs (fn cs’ => acc p2 cs’ k)

| Star(p0) =>
if k (cs) then true
else acc p0 cs
(fn cs’ =>
if length(cs’) = length(cs) then false
else acc p cs’ k)
withtype {n:nat} pattern(n) ->
{i:nat} <n, i> => char list(i) —>
({i’:nat | i’ <= i} char list(i’) -> bool) ->
bool

(* ’explode’ turns a string into a list of characters *)
fun accept p s =

acc p (explode s) (fn [l => true | _ :: _ => false)
withtype <> => pattern -> string -> bool

Figure 14: An implementation of pattern matching on strings (2)
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been given the following types, where («)list(n) is a type for lists of length n in which each element
has type a.

X([]) = VYa.(a)list(0)

() = Valla: nat.ax* (a)list(a) — (a)list(a + 1)

For the call to par in the body of gs, the label is (0 4+ 0 + a,a + 1), where a is the length of xs". So
we need to verify that ¢ = (0+ 0+ a,a + 1) < (n,0) holds for ¢ = (n : nat,a : nat,a +1 = n), which
is obvious.

For the two calls to ¢gs in the body of par, we need to verify that ¢ = (p,0) < (p+q+r,r+1)
and ¢ &= (¢,0) < (p+q+r,r+1) for = (p: nat,q : nat,r : nat,r = 0), both of which hold since
pEp<p+qgand ¢ Eq<p+qand ¢ =0 < 1. This also indicates why we need r + 1 instead of r in
the metric for par.

For the two calls to par in the body of par, we need to verify that ¢ = ((p+1)+q+a,a+1) < (p+q+
r,r+1) and ¢ = (p+(¢+1)+a,a+1) < (p+q+r,r+1) for ¢ = (p : nat,q : nat,r : nat,a : nat,r = a+1),
both of which hold since ¢ = (p+1)+g+a=p+qg+randodEp+(g+1)+a=p+qg+r and
¢ = a < r. Clearly, this example can not be handled with a structural ordering.

Higher-order Function The code in Figure 13 and Figure 14 implements a function accept that takes
a pattern p and a string s and checks whether s matches p, where the meaning of a pattern is given in
the comments.’

The auxiliary function acc is implemented in continuation passing style, which takes a pattern p,
a list of characters cs and a continuation k, and matches a prefix of c¢s against p and calls £ on the
rest of characters. Note that k is given a type that allows k to be applied only to a character list not
longer than c¢s. The metric used for proving the termination of acc is (n,i), where n is the size of p,
that is the number constructors in p and 7 is the length of cs. Notice the call acc p cs’ k in the last
pattern matching clause; the label attached to this call is (n,i’), where ¢’ is the length of ¢s’; we have
i’ < i since the continuation has the type Ila’ : v.(char)list(a’) — bool, where v is {a : nat | a < i};
we have i # i’ since length(cs') = length(cs) must be false when this call happens; therefore we have
i’ < i % and then (n,i') < (n,i). It is straightforward to see that the labels attached to other calls to
acc are less than (n,i). By Theorem 3.10, acc is terminating, which implies that accept is terminating
(assuming explode is terminating). In every aspect, this is a nontrivial example even for interactive
theorem proving systems.

Notice that the test length(cs’) = length(cs) in the body of acc can be time-consuming. This can
be resolved by using a continuation that accepts as its arguments both a character list and its length.
In (Harper ), there is an elegant implementation of accept that does some processing on the pattern
to be matched and then eliminates the test. We have also proved that this example is terminating (Xi ).

Run-time Check Given the limitation of the type system of DML, there are certainly many cases
where termination depends on a program invariant that cannot (or is difficult to) be captured in
DML. For instance, the following program in DML implements the function that computes the greatest
common divisor of two natural numbers, where mod is the usual modulo operator.

fun gcd (m, n) = if m = O then n else gcd (n mod m, m)

5The author learned this implementation from Frank Pfenning.
Note that length(cs’) and length(cs) have the types int(i') and int (i), respectively, and thus length(cs’) = length(cs)
has the type bool(if (:' =4,1,0)). Thus, i’ < i can be inferred in the type system of MLOH,’E.
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withtype {a:nat,b:nat} <a> => int(a) * int(b) -> int

Unfortunately, we currently cannot verify that the implementation is well-typed in MLE{’E because it
requires that the following nonlinear constraints be solved.

a:nat,b:nat,a #0FEbmod a<a
a:nat,b:nat,a #0FE0<bmod a

However, we can insert some run-time checks as follows and then verify that the implementation is
well-typed and thus terminating.

fun gcd’ (m, n) =
if m = 0 then n
else let
val m’ = (n mod m: int)
in
if 0 <= m’ andalso m’ < m then gcd’ (m’, m)
else raise Impossible
end
withtype {a:nat,b:nat} <a> => int(a) * int(b) -> int

Though we can readily strengthen the constraint solver for DML to verify the termination of the gcd
function, this example does indicate that we can insert run-time checks to verify program termination,
sometimes, approximating a liveness property with a safety property. A particularly interesting example
is an implementation of the Knuth-Morris-Pratt string matching algorithm, which is proven terminating
with the insertion of some run-time checks (Xi ).

Though using run-time checks to verify program termination may slow down program execution, it
offers the programmer opportunities to capture program errors that would otherwise cause nontermi-
nating program execution. In this respect, it is similar to using run-time array bound checks to capture
program errors that would otherwise lead to meaningless or even harmful program execution such as
security breaching.

5.2 Practicality

There are two separate issues concerning the practicality of our approach to program termination ver-
ification, which are (a) the practicality of the termination verification process and (b) the applicability
of the approach to realistic programs.

It is easy to observe that the complexity of type-checking in MLE{’E is basically the same as in ML(I;[’2
since the only added work is to verify that metrics (provided by the programmer) are decreasing, which
requires solving some extra constraints. The number of extra constraints generated from type-checking
a function is proportional to the number of recursive calls in the body of the function and therefore is
likely small. Based on our experience with DML, we thus feel that type-checking in MLg”é is suitable
for practical use.

As for the applicability of our approach to realistic programs, we use the type system of the pro-
gramming language C as an example to illustrate a design decision. Obviously, the type system of C is
unsound because of (unsafe) type casts, which are often needed in C for typing programs that would
otherwise not be possible. In spite of this practice, the type system of C is still of great help for cap-
turing program errors. Clearly, a similar design is to allow the programmer to assert the termination,
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or more precisely, the reducibility, of a function in DML if it cannot be verified, which we may call
termination cast. Combining termination verification, run-time checks and termination cast, we feel
that our approach is promising to be put into practice. In particular, the reader can find numerous
realistic examples at (Xi ) in support of our claim.

Currently, we have integrated MLE{’E into DML. However, there are still many remaining problems.
We have not implemented the notion of termination cast. It is completely up to the programmer as to
whether a metric is to be provided; if it is provided, then the type-checker can use it to verify program
termination and thus may report some potential program errors when the verification fails; otherwise,
no termination verification is performed and the function is assumed to be terminating. In this respect,
the integration of MLE{’E into DML resembles imposing a soft type system onto an untyped language.

In the presence of nonterminating functions, there is clearly a need for distinguishing between
functions that are not expected to always terminate, and those whose termination is expected but
perhaps not (yet) proved; for instance, such a distinction can enable the programmer to identify a
(suspicious) use of a (pontentially) nonterminating function in the definition of a terminating function.
When run-time debugging is concerned, there is also clearly a need for distinguishing functions whose
termination is proved, and those whose termination is expected but perhaps not (yet) proved; for
instance, such a distinction can help the programmer identify the cause of (seemingly) nonterminating
computation. We expect to study how to make such distinctions in an effective manner in a future
implementation.

6 Potential Applications

The main motivation behind our work is to provide a practical mechanism for facilitating program
termination verification. As a consequence, it can help the programmer detect more program errors
and thus enhance program robustness. In this section, we mention some other potential applications
of our approach.

Resource Bound Inference We feel that the types in MLE’E can be of great use for inferring the
time and /or space complexity of a (first-order) function. It is shown in (Grobauer ) that cost recurrence
equations can be automatically extracted from a first-order DML program. There, it is also suggested
that such automatic extraction should benefit significantly from the presence of metrics in type anno-
tations. Therefore, we expect that the types in ML0H7’<§ are to be used in resource bound inference for
functional programs.

Resource Bound Certification The notion of proof-carrying code (PCC) provides a means to cer-
tifying a property of low-level code by attaching an independently verifiable proof proving that the
code indeed possesses the property (Necula ). A type system for low-level code is presented in (Crary
and Weirich ) for resource bound certification, and the programmer is required to write cost functions
at source-level for generating such low-level code. Therefore, a (challenging) question is whether a
compiler can be built to translate the types in MLOHé into a proof that certifies resource bounds for the
code compiled from the DML programs. In particular, it is interesting to see whether the termination
of low-level code can be thus certified.
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7 Related Work

The amount of research work related to program termination is simply vast. In this section, we mainly
mention some related work with which our work shares some similarity either in design or in technique.

Most approaches to automated termination proofs for either programs or term rewriting systems
(TRSs) use various heuristics to synthesize well-founded orderings. Such approaches, however, often
have difficulty reporting comprehensible information when a program cannot be proven terminating.
Following (Ullman and Van Gelder ), there is also a large amount of work on proving termination of
logic programs. In (Speirs et al. ), it is reported that the Mercury compiler can perform automated
termination checking on realistic logic programs.

However, we address a different question here. We are interested in checking whether a given metric
suffices to establish the termination of a program and not in synthesizing such a metric. This design
is essentially the same as the one adopted in (Pientka and Pfenning ), where it checks whether a
given structural ordering (possibly on higher-order terms) is decreasing in an inductive proof or a logic
program. Clearly, approaches based on checking complement those based on synthesis.

Our approach also relates to the semantic labelling approach (Zantema ) designed to prove ter-
mination for term rewriting systems (TRSs). The essential idea is to differentiate function calls with
labels and show that labels are always decreasing when a function call unfolds. The semantic labelling
approach requires constructing a model for a TRS to verify whether labelling is done correctly while
our approach does this by type-checking.

A notion of sized types is introduced in (Hughes et al. ) for proving the correctness of reactive
systems. There, the type system is capable of guaranteeing the termination of well-typed programs.
An approach is also presented in (Chin and Khoo ) to infer sized types for functional programs. The
language presented in (Hughes et al. ), which is designed for embedded functional programming,
contains a significant restriction as it only supports (a minor variant of) primitive recursion on sized
type parameters, which can cause inconvenience in programming. For instance, it seems difficult to
implement quicksort by using only primitive recursion. From our experience, general recursion is really
a major programming feature that greatly complicates program termination verification. Also, the size
of data in (Hughes et al. ) is uniformly defined as the height of the tree representation of the data while
we allow the user to define size for data of recursive datatypes. In addition, the notion of existential
dependent types, which we deem indispensable in practical programming, does not exist in (Hughes
et al. ).

It is also observed in (Grobauer ) that the dependent types in DML can be used to encode a notion
of input size. There, an algorithm is presented to extract cost recurrence equations from the first-order
programs in DML. With the availability of metrics in MLOHé, we expect that the extracted equations
can be readily verified to be recurrences for general recursion.

When compared to various (interactive) theorem proving systems such as NuPrl (Constable et al. ),
Coq (Dowek et al. ), Isabelle (Paulson ) and PVS (Owre et al. ), our approach to program termination
is weaker (in the sense that [many] fewer programs can be verified terminating) but more automatic
and less obtrusive to programming. We have essentially designed a mechanism for program termination
verification with a language interface that is to be used during program development cycle. We consider
this as the main contribution of the paper. When applied, the designed mechanism intends to facilitate
program error detection, leading to the construction of more robust programs.
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8 Conclusion and Future Work

We have presented an approach based on dependent types in DML that allows the programmer to
supply metrics for verifying program termination and proven its correctness. We have also applied this
approach to various examples that involve significant programming features such as a general form of
recursion (including mutual recursion), higher-order functions, algebraic datatypes and polymorphism,
supporting its usefulness in practice.

A program property is often classified as either a safety property or a liveness property. That
a program never performs out-of-bounds array subscripting at run-time is a safety property. It is
demonstrated in (Xi and Pfenning ) that dependent types in DML can guarantee that every well-typed
program in DML possesses such a safety property, effectively facilitating run-time array bound check
elimination. It is, however, unclear (a priori) whether dependent types in DML can also be used for
establishing liveness properties. In this paper, we have formally addressed the question, demonstrating
that dependent types in DML can be combined with metrics to establish program termination, one of
the most significant liveness properties.

Termination checking is also useful for compiler optimization. For instance, if one decides to change
the execution order of two programs, it may be required to prove that the first program always termi-
nates. Also, it seems feasible to use metrics for estimating the time complexity of programs. In lazy
functional programming, such information may allow a compiler to decide whether a thunk should be
formed. In future, we hope to explore along these lines of research.

Although we have presented many interesting examples that cannot be proven terminating with
structural orderings, we emphasize that structural orderings are often effective in practice for establish-
ing program termination. In particular, the recent work on size-change analysis (Lee et al. ) presents a
simple and general approach to automatic program termination verification. Therefore, it seems promis-
ing to study a combination of our approach with structural orderings that handles simple cases with
either automatically synthesized or manually provided structural orderings and verifies more difficult
cases with metrics supplied by the programmer.

A probably more important research question, which, unfortunately, is often ignored in most stud-
ies on or related to termination, is to study how program termination verification can be performed
effectively in the presence of nonterminating functions. For instance, when implementing an interpreter
for a simple imperative programming language, one may want to verify that the actual implementation
captures the invariant that a program terminates if all the loops in the program terminate. We believe
that this is a rather difficult question that needs to be properly addressed in future with both theoretical
justifications and practical concerns.
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